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A The estimated posterior variances of µ0 under dif-

ferent prior specifications.

A.1 General estimators

As shown in (2.1), the posterior distribution of µ0 satisfies,

Pµ0{µ0(X)|ϕ0, τ(·),Dn} ∝
n∏

i=1

(
L{µ0(Xi), ϕ0, Yi} exp

[
−{µ0(Xi)− θ0(Xi)}2τ(Xi)

2

])(1−Zi)∆i(X)

.

When µ0(·) is considered as a smooth function, we replace ∆i by KH(Xi −X) and compute

the posterior variance as

v̂ar{µ0(X)|ϕ̂0, τ̂ (Dn),Dn}

= E{µ0(X)2|ϕ̂0, τ̂ (Dn),Dn} − E{µ0(X)|ϕ̂0, τ̂ (Dn),Dn}2, (A.1)

where the expectation is taking with respect to the density

P ′
µ0
{µ0(X)|ϕ0, τ(·),Dn} ∝

n∏
i=1

(
L{µ0(X), ϕ0, Yi} exp

[
−{µ0(X)− θ0(Xi)}2τ(Xi)

2

])(1−Zi)KH(Xi−X)

.

On the other hand, when using a flat prior of µ0 in the reference model, the corresponding

posterior density is

Pref{µ0(X)|ϕ0,Dn} ∝
n∏

i=1

[L{µ0(Xi), ϕ0, Yi}](1−Zi)∆i(X) .

We compute v̂arref{µ0(X)|ϕ̂0,Dn} based on (A.1), while the expectation is taking with re-

spect to the density

P ′
ref{µ0(X)|ϕ0,Dn} ∝

n∏
i=1

[L{µ0(X), ϕ0, Yi}](1−Zi)KH(Xi−X) .
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A.2 Estimators under the normal likelihood

When L is a normal likelihood, we have

P ′
µ0
{µ0(X)|ϕ0, τ(·),Dn}

∝
n∏

i=1

(
L{µ0(X), ϕ0, Yi} exp

[
−{µ0(X)− θ0(Xi)}2τ(Xi)

2

])(1−Zi)KH(Xi−X)

,

∝
n∏

i=1

(
exp

[
−{Yi − µ0(X)}2

2ϕ2
0

− {µ0(X)− θ0(Xi)}2τ(Xi)

2

])(1−Zi)KH(Xi−X)

,

= exp

[
−µ2

0(X)

2

n∑
i=1

(1− Zi)KH(Xi −X)

{
1

ϕ2
0

+ τ(Xi)

}]

× exp

[
µ0(X)

n∑
i=1

(1− Zi)KH(Xi −X)

{
Yi

ϕ2
0

+ τ(Xi)θ0(Xi)

}]
.

Let

A =
n∑

i=1

(1− Zi)KH(Xi −X)

{
1

ϕ2
0

+ τ(Xi)

}
,

B = µ0(X)
n∑

i=1

(1− Zi)KH(Xi −X)

{
Yi

ϕ2
0

+ τ(Xi)θ0(Xi)

}
,

we can see that

P ′
µ0
{µ0(X)|ϕ0, τ(·),Dn} ∝ exp

{
−µ2

0(X)

2
A+ µ0(X)B

}
∝ exp

[
−A

2

{
µ0(X)− B

A

}2
]

Therefore, it is clearly that the posterior distribution of µ0(X) is a normal distribution with

mean

B

A
=

∑n
i=1(1− Zi)KH(Xi −X){Yiϕ

−2
0 + τ(Xi)θ0(Xi)}∑n

i=1(1− Zi)KH(Xi −X){ϕ−2
0 + τ(Xi)}

and variance

1

A
=

1∑n
i=1(1− Zi)KH(Xi −X){ϕ−2

0 + τ(Xi)}
.

Replacing ϕ0, τ(·) by their estimators ϕ̂0, τ̂(·), we have

v̂ar{µ0(X)|ϕ̂0, τ̂ (Dn),Dn} =
1∑n

i=1(1− Zi)KH(Xi −X){ϕ̂−2
0 + τ̂(Xi)}

,
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Similar derivations based on P ′
ref{µ0(X)|ϕ0,Dn} yields

v̂arref{µ0(X)|ϕ̂0,Dn} =
ϕ̂2
0∑n

i=1(1− Zi)KH(Xi −X)
.

Therefore, when L is a normal likelihood, we obtain

Rn(X) =
v̂arref{µ0(X)|ϕ̂0,Dn}

v̂ar{µ0(X)|ϕ̂0, τ̂ (Dn),Dn}
=

∑n
i=1(1− Zi)KH(Xi −X){1 + ϕ̂2

0τ̂(Xi)}∑n
i=1(1− Zi)KH(Xi −X)

.

3


	The estimated posterior variances of 0 under different prior specifications. 
	General estimators
	Estimators under the normal likelihood


